Problem and Motivation

» Goal: Develop a general method for mechanizing
quantum programming languages that use linear
logic, which manages resources like qubits.

» Key Idea: Solve the challenge of integrating linear
logic into systems based on structural logic by
‘enforcing linearity without linearity.'

« Proof of Concept: Mechanize Proto-Quipper, a
quantum language for generating circuits, using
Beluga, a formal reasoning tool.

» Prove two properties:

a.Subject Reduction: Well-typed expressions
retain their type after stepping.

b.Progress: Well-typed expressions either result
in a value or can step further.

Background and Related Work

« Mahmoud et al. mechanized Proto-Quipper by
formalizing its semantics and proving type
soundness.

» Used a linear extension of Hybrid in Coq to enforce
linearity.

 This project avoids such extensions and enforces
linearity within the Logical Framework itself.

» Builds on Karl Crary’s technique for representing
Girard's linear logic in Twelf.

» Crary defined a predicate to ensure variables are
used linearly in typing judgments.

» Sano et al. applied this approach in Beluga for
session typing.

 This project extends the idea to quantum
programming languages as a proof-of-concept

Structural Proto-Quipper:
Mechanization of a Linear Quantum
Programming Language in a Structural Setting

Approach and Uniqueness

In mechanizing Proto-Quipper, two linearity predicates

were introduced

lin ¢ {x:tm} oft F x A = oft F (b x) B — type.

lin/g : {x : qv} oft F (b x) B — type.

« These predicates ensure variables, including quantum
variables, are used linearly within the typing judgment.

» The predicate takes as input a function from Beluga
variables and their types to output a typing
judgement

- By modeling variables as Beluga variables, the
predicates leverage higher-order abstract syntax,
simplifying proofs.

 Achieved entirely within the Logical Framework,
without extensions, unlike Mahmoud et al.'s approach.

 Similar to the method used by Sano et al. in Beluga for
concurrency.

Results and Contribution

« The mechanization of Proto-Quipper using linearity
predicates was successful, validating Crary’s
technique in a new context.

« Proofs for subject reduction and progress are still
incomplete.

« These proofs exist in Beluga’s computational layer,
where the Curry-Howard isomorphism represents

them as recursive functions.

« Further work on intermediate lemmas is required to
finalize these theorems.

 Plans to explore the mechanization of Proto-Quipper-
Dyn, a newer version of Proto-Quipper that
incorporates dynamic lifting.
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Terms of Proto-Quipper

= x| q| (t,C,a) | True | False | {a,b) | * | ab | \z.a |

rev ‘ unbox | box’ | if a then b else ¢ ‘ let x =q in b ‘

let (z,y) = a in b.

tbu = q | x| (tu).

Types of Proto-Quipper

qubit | 1 | bool | A B | A—- B | !A | Cire(T,U).

qubit | 1 | I'e@U.

Example Mechanization
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oft/ei : oft F a A
— oft F b B
— equibang AB A A' e B' A’
— equibang ABB A' e B' B'
— oft F pair a b AB.

lin/ei1 : D : {x : tm} oft F x
lin D
— lin \x. \tx. oft/ei (D x tx) _ _ _

— oft F (a x) A

lin/ei2 : D : {x : tm} oft F x
lin D
— 1lin \x. \tx. oft/ei _ (D x tx) _ _

— oft F (b x) B
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